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mm [ntroduction (Out-of-Distribution Detection)

* Definitional Overlap in Out-of-Distribution Detection
Anomaly detection, out-of-distribution detection, open-set recognition ...

Out-of-distribution(OOD) detection : in-distribution 2 CIE AS2 EX61F= 2E 7HE2 2[0[6lH =2S0IM 28 H7|=|1 JS [1]

[1] Yang, Jingkang, et al."Generalized out-of-distribution detection: A survey." arXiv preprint arXiv:2110.11334 (2021).
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- Taxonomy of Out-of-Distribution Detection DMQA 2IAR! 412! KDLt
[Score-Based OOD Detection for Image Classification: Part1] XI=

Energy
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«  [Arxiv 2018] WAIC, but Why, Generative Ensembles for Robust Anomaly Detection
*  [NeurlPS 2020] Why Normalizing Flows Fail to Detect Out-of-Distribution Data

. . + [AISTATS 2021] Density of States Estimation for Out-of-Distribution Detection
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(Diffusion-based) Unsupervised Out-of-Distribution Detection

CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection
[ICML 2023] Unsupervised Out-of-Distribution Detection with Diffusion Inpainting
[NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models

e N s N e N
Denol diffusion models for out-of-distribution detection PP . . e s W .
2 Unsupervised Out-of-Distribution Detection with Diffusion Inpainting Projection Regret: Reducing Background Bias
: : for Novelty Detection via Diffusion Models
Mark S. Graham Walter H.L. Pinaya Petru-Daniel Tudosiu Y
King’s College London King’ London King’s College London Zhenzhen Lin*! Jin Peng Zhvou"! Yafun Weng! Killan Q. Weinberger!
m k cl.ac.uk petru.tud v cl.ac.uk
Parashkev Nachey Sebastien Ourselin M. Jorge Cardoso Abstract p
University College London Kllll. s Cnllegc London King’s College London Unsupervised outof-ditibution detecian (00D) gt ot e o e xesossch. st
ieveucl .ac. uk X urselingk - uk m. jorge.cardoso@kel. seeks t identify out-of-domain data by learni
only from unlabeled in-domain data. We prese L
a novel approach for this task — Lift, Map, [ y
Abstract tect (LMD) — that leverages recent advancement Abstract
iin diffusion models. Diffusion models are one
Novelty detection is a fundamental task of machine learning which aims to detect
Out-of-distribution detection is crucial 1o the safe deploy- abnormal (i.e. out-of-distribution (OOD})) samples. Since diffusion models have
ment of machine learning systems. Currently, unsupervised 8 Lintomdy o emerged as the de facto standard generative framework with surprising
mage closer 10 their training Manifoid |+ 8 2

out-of-distribution detection is dominated by generative- generation results, novelty detection via diffusion models has also
ion. Recent methods have mainly utilized the reconstruction property of
in-distribution samples. However, they often suffer from detecting OOD samples
that share similar back to the in-distribution data. Based o
our observation that diffusion models can project any sample to an in-distribatio
sample with similar background information, we propose Projection Regret (PR),
an effici Ity detection method that mitigates the bias of non-semantic
information. To be specific, PR computes the ptual distance between the test
image and its diffusion-based projection to detect abnormality. Since the perceptual

manifolds. LMD | s this intuition for 0OD
detection. Specifically, LMD lifts an image off
its ariginal manifold by cormupting it and maps it
towards the in-domain manifold with a diffusion
model. For an out-of-domain image, the mapped

based approaches that make use of estimates of the like
lihood or other measurements from a generative model.

(ut-of-dos

Reconstruction-based methods offer an alternative ap-
proach, in which a measure of reconstruction error is used
to determine if a sample is out-of-distribution. However,
reconstruction-based approaches are less favoured, as they
require careful tuning of the model’s information botleneck

A diffusion
such as the size of the latent dimension - 10 produce good re- sive experiments that LMD achicves competit LAD e o distance often fails 10 capture semantic changes when the background information
sults. In this work, we exploit the view of denoising diffusion performance across a broad variety of datusets. diffusion model 1o move it towards the frdonmain is dominant, we cancel out the background bias by comparing it against recursive

projections. Extensiv
of generative-model

probabilistic models (DDPM) as denoising autoencoders
where the bottleneck is controlled externally, by means of
the amount of noise applied. We propose 1o use DDPMs to
reconstruct an input that has been noised to a range of noise
levels, and use the resulting multi-dimensional reconstruc-
tion error 1o classify out-of-distribution inputs. We validate

Code can be found at hitp

would have a much smaller distance be

ped locations than its out-of

Similasity
toinput

xperiments demonstrate that PR outperforms the prior art
oy novelty detection methods by a

nificant margin.

o/ zhenzhel

L. Introduction 1 Introduction

Flauii' 1 Riceiiistoa:bassd 00D ditcié; with tbe Sk Out-of-distribution (0OD) detection secks o classify e i o Novelty detection [1], also known as out-of-distribution (DOD) detection, is a fundamental machine

Onr approdeh botl e siandant compuIIT. Wsiow dkaitséts ol pkL of & model trained on CelebA. An in-distribution image from whether a data point belongs 10 a particular domain. Tt is researches have studied 00D detection under dif- leaming problem, which aims to detect abnormal samples drawn from far from the training distribution

on higher dimension medical datasets. Our approach owtper nitia Ao o h N N N + supervised and unsupervised. Within the (i.e., in-distribution), ‘This plays a vital role in many deep leaming applications because the behavior
CelebA and an OOD image from SVHN are noised to various ley especially important, '\m.nwnmhuw learning models typi- ervised se he supervi N e i fif-

forms not only reconstruction-based methods, but also state- g1, reconstructed using the DDPM, and compared to the input. The cally assume that t: - o fromm e supervised sctup, the supervision can originate from dif- of deep neural networks on OOD samples is often unpredictable and can lead to erroneous decisions

In the most informed seiting. one assumes [2). Hen

access 10 representative out-of-domain samples. These al- including m

low one to train an OOD detector as a classifier distinguish-
r

e deection ability s crucial for cnsuring relability and safety in practical plications.
diagnosis [3], autonomous driving

of-the-art generative-based approaches. Code is available at  gimitarity betw

nputs and reconstructions is plotted below distribution as the training datn. 11 the tet data o nct fol
Tow the training distribution, they can inadvertently produce

The principled way o identify whether a test sample is drawn from the training distribution p,
omain data, and achieve high xplicit or implicit generative model. For example, one may wtilize the
L 2018; Ruff et al., 2019) — directly [6] or its variants [7, 8] as an OOD detector. Another direction is to
a do not deviate from the uilize the generation abiliy. for example, reconsiruction loss [9) or gradient npr\wnmunuwﬂ1hc
f-domain distribution. In many practica struction loss [10]. It is worth natin

models arc appealing as they make no assumptions about
the form OOD data will take or the type of downstream task
(e.g. classification, segmentation) that will be performed

performance (Hendr
as long as the out-of-domain d
assumed o

iblay, 2017) and criminal justice (R
plifies the importance of OOD detection. For

1. Introduction

;23 doctor mistakenly inputs a chest X-ray into a brain wmor 20 E0 R inable. Tn fact

Out-of-distribution (OOD) detection plays a crucial role The current dominant approach in unsupervised OOD detector, the model would likely stll return a prediction eslons, bowoer soch knledge s astaineti, n mportant i | years a generative
in the safe deployment of machine learning systems, ensur-  detection is the use of the likelihood or other metrics from — out-of-domain data can be highly diverse and unpredictable. ol e i e et ;nT\"T
ing that downstream models are only run on data sampled  a generative model trained on the in-distribution data. How- contribution ' Department of Computer Science, A significant more ¢ “m' umplion is ‘I";‘";ly reguire ¥ o
from the distribution they were trained on. OOD detection  ever, it has been shown these models can exhibit egre- o . JSA. Comespondoncs R “"I’{""’|“’ e B D1t Among various generative frameworks, diffusion models have recently emerged as the most popular
models can be broadly divided into unsupervised models,  gious failures, such as a model trained on CIFAR10 assign- C jzSttcomel.edu> " s T 5 [16], and s wide
which only require in-distribution data for training, and su- g higher likelihoods to samples from the SVHN dataset dang et alj @OT7); Lee et al] (BU1K); Huang et al, (Z021); applicability, e.g., text-to-image synthesis [11]. Hence. \I\ulw ned much attention as an

i - broceed £ the 40 ; Mack Wang et al] (2022) have achieved competitive performance. attractive 1ol for novelty detection. For example, Mahmood et etal. [18] utilize the

pervised models, which require additional information such  than samples from CIFAR10 itself [, 7). A number of Proceedings of the 40" Intemational Conference on Machine fr ool fo syt ple. o e !
& clasification e e OOD data, Unsupervised bl he Ve Troneadto:aidece (e ahids Learning, Honolulu. Hawaii, USA. PMLR 202, 2023. C Although less informed, ihis sefting relics on two implicit reconsiruction error as the OOD deteetion metric using diffusion models with Gaussian noises [17]
as classification labels or sample ata. Unsupervised  methods have been proposed to address these shortcom- i assumptions: the in-domain data have well-defined classes, or checkerboard masking [18]. Somewhat unexpectedly. despite the high-quality generation results,

L 1 ) L 1 ) L 37th Conference on Neural Information Processing Systems (NeurIP§ 2023),
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« [CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection

S H: in-distribution 2} out-of-distribution 2| X}0|E MZFetsHA| OOD detection = =251kt 2.
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« [CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection
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« [CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection

S H: in-distribution 2} out-of-distribution 2| X}0|E MZFetsHA| OOD detection = =251kt 2.

X} O}l 7

7P8: in-distribution 22 at&E diffusion model O QUL S1H, £ task (reconstruction) 0f|lA] out-of-distribution data= & ! 24
TE: © In-distribution O BR&E diffusion model S Z=H| (Of2H GIRIIME CelebA 2 81)
® 242 Ast=image 0l gaussian noise & t=0 ~ 1000 scale £ E0E > a(x: | x0) =N (xt | v/ @xo, (1 - 07)1)

® ALEXP}MElSH step (=10, 20, ..., 990) Of| CHsl| Z=H|t diffusion model £ denoising 2

Input image
(CelebA, in-distribution)

Diffusion model
trained with

CelebA (in-distribution)
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[CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection
S H: in-distribution 2} out-of-distribution 2| Xt0|E &&=} Al OOD detection 2 &St 1X} .

7P8: in-distribution 22 at&E diffusion model O QUL S1H, £ task (reconstruction) 0f|lA] out-of-distribution data= & ! 24

TE: © In-distribution 2 BR&E diffusion model S ZH| (Of2H GIRIIME CelebA 2 81)

HMS 9

BMS 2I5k= image 01| gaussian noise £ t=0 ~ 1000 scale £ ‘2= > a(x: | x0) (xt | v/axo, (1 - )

® AREBKAPIMESH step (t=10, 20, ..., 990) o CHsH Z=H|St diffusion model £ denoising 2
® & image 2} reconstruction image £ distance metric (MSE or LPIPS) 22 A|A6H0{ T 212 O0D X[ EZ AFE
Input image
. . (CelebA, in-distribution)
Diffusion model
trained with

CelebA (in-distribution)

A

Distance metric 4
(MSE or LPIPS)
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« [CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection

LPIPS (Learned Perceptual Image Patch Similarity)

=3 0|0|X| Zt9| distance = Altre i, Q1Zte| IX|H E4= HIHSHH AMSI=S ot
~> &IN|Z AIEI0| =77|= O|0|X| Zte| RAI=S DffSt X} of

HFEH.

@ ARO[ SKH|E elAalet i HEl, A2 AN 52 o= X VGGNet 2t 22 2ENIA T Zt convolutional layer 7| SIEf

=
FA S2 motst 4 Irk WS B8

a2t

1 1

® 5 72| o|0|X|Z SH-t2| ImageNet pretrained VGGNet 0l S1tA|IZH M, Zt layer feature map 2| Euclidean distance £ 7|2 t5104
WLHA %= score £ LPIPS distance 2|2 AI2
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« [CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection

LPIPS (Learned Perceptual Image Patch Similarity )

Pretrained VGGNet Pretrained VGGNet
.II .Irl
(L] ] [T
Feature maps

7 o[ © (e~ )|,

LPIPS =)
- . -
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[CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection
S H: in-distribution 2} out-of-distribution 2| Xt0|E &&=} Al OOD detection 2 &St 1X} .

7P8: in-distribution 22 at&E diffusion model O QUL S1H, £ task (reconstruction) 0f|lA] out-of-distribution data= & ! 24

o
WE: ® In-distribution O SHAE! diffusion model 2 ZH| (OF2H IH[IAM= CelebA 2 312)

® EM2 {lsk=image 0 gaussian noise £ t=0 ~ 1000 scale £ '@0E > a(x¢ [ x0) =N (xt | vV axo, (1 - 07)1)
® ABXPLMEISH step (=10, 20, ..., 990) 0| CHsl Z=H |t diffusion model £ denoising =

@ 2= image 2t reconstruction image £ distance metric (MSE or LPIPS) O 2 |Ak5H0] 11 242 O0D X|EZ A

t=100
Input image
(SVHN, OOD)

Diffusion model
trained with

CelebA (in-distribution)

—> Den0|se

B
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« [CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection
SH: in-distribution 2} out-of-distribution 2| X}0|E H&=slA| OOD detection = =25t} 2t
7P8: in-distribution 22 at&E diffusion model O QUL S1H, £ task (reconstruction) 0f|lA] out-of-distribution data= & ! 24

TE: © In-distribution 2 BR&E diffusion model S ZH| (Of2H GIRIIME CelebA 2 81)

® 242 Ast=image 0l gaussian noise & t=0 ~ 1000 scale £ E0E > a(x: | x0) =N (xt | v/ @xo, (1 - 07)1)
® ALEXPIMEiSH step (t=10, 20, ..., 990) 0| Chsl Z=H[$t diffusion model 2 denoising =2
® & image 2} reconstruction image £ distance metric (MSE or LPIPS) 22 A|A6H0{ T 212 O0D X[ EZ AFE
t=100 =250 t=750
Inputimage - :
(SVHN, OOD)

Diffusion model
trained with

CelebA (in-distribution)

Distance metric ™
(MSE or LPIPS)
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« [CVPR Workshop 2023] Denoising Diffusion Models for Out-of-Distribution Detection
7149 :
® Diffusion model 2 AFE3A £|EZ OOD detection S =gt
® Likelihood, autoencoder AE L2 |EECH H50| 4%t

ChA -
| B == Y

@ = PLMS sampler £ AF25}H21 SEX|ZH BE2 t step Of] CHEH TEE reconstruction & =510 A|ZH AR (O t Of|A] LHSIE X| 220 =)

Input image
(CelebA, in-distribution)

Input image
(SVHN, OOD)

Distance metric
(MSE or LPIPS)

Distance metric ™
(MSE or LPIPS)
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[ICML 2023] Unsupervised Out-of-Distribution Detection with Diffusion Inpainting
S H: in-distribution 2t out-of-distribution 2| X}0|E HZFe|5i{A] OOD detection & =St X} 2f.

7P in-distribution 22 &%l diffusion model 0] Ut SHH, £ task (inpainting) 0llA] out-of-distribution data

|'|F
_§
n
A

Inputimage maskedimage < Inpainted images >
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 [ICML 2023] Unsupervised Out-of-Distribution Detection with Diffusion Inpainting
HHH:

® In-distribution 22 &% diffusion model Z=H]|

Diffusion model
trained with
MNIST (in-distribution)
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Original ~ Checkerboard Checkerboard Checkerboard Center Random

Image 4x4 8x8 16x16 Patch
 [ICML 2023] Unsupervised Out-of-Distribution Detection with Diffusion Inpainting
HEH:
® In-distribution 22 a&=! diffusion model £H|
® BEM2 {lsk=image 0fl masking ZIH Diffusion model
trained with

MNIST (in-distribution)

Input image
(MNIST, in-distribution)

Masking
(checkerboard 8x8)

v
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Origina Checkerboard Checkerboard Checkerbord Center Random
Image 4x4 8x8 16x16 Patch
 [ICML 2023] Unsupervised Out-of-Distribution Detection with Diffusion Inpainting
HHH:
® In-distribution @2 &t&El diffusion model =H|
HM2 2|5E=i i SH R .
® EMZ 2st=image ol masking TSt Diffusion model
® Masking 2= El image 0f| =8|t diffusion model 2 £l inpainting X1 trained with

MNIST (in-distribution)

Input image
(MNIST, in-distribution) Reconstruction image

Masking

(checkerboard 8x8) inpainting
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Original ~ Checkerboard Checkerboard Checkerbmrd Center Random

Image 4x4 8x8 16x16 Patch
[ICML 2023] Unsupervised Out-of-Distribution Detection with Diffusion Inpainting
HEH:
® In-distribution 22 a&=! diffusion model £H|
1o o [ . SH . .
® BEM2 {lsk=image 0fl masking ZIH Diffusion model
® Masking 2= El image 0f| =8|t diffusion model 2 £l inpainting X1 trained with
® Inputimage 2 reconstruction image 2| distance metric 2 A5 OOD X|E2 &8 MNIST (in-diistrioution)
Input image
(MNIST, in-distribution) Reconstruction image
Masking v
(checkerboard 8x8) Inpainting

v

Distance metric |
(LPIPS)
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Original ~ Checkerboard Checkerboard Checkerbmrd Center Random

Image 4x4 8x8 16x16 Patch
[ICML 2023] Unsupervised Out-of-Distribution Detection with Diffusion Inpainting
HEH:
® In-distribution 22 a&=! diffusion model £H|
g K=2e) — . -6-” . .
® BEM2 {lsk=image 0fl masking ZIH Diffusion model
® Masking 2= El image 0f| =8|t diffusion model 2 £l inpainting X1 trained with
® Inputimage 2t reconstruction image 2| distance metric 2 AF2510{ OOD X|EE &#& MNIST (in-distribution)
Input image
(FashionMNIST, OOD) Reconstruction image

Masking

I (checkerboard 8x8)

inpainting

v

Distance metric 1
(LPIPS)
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Original ~ Checkerboard Checkerboard Checkerboard Center Random

mmm Methods

Image 4x4 8x8 16x16 Patch
 [ICML 2023] Unsupervised Out-of-Distribution Detection with Diffusion Inpainting
7|04™ .
@ Diffusion model 2 AFZdHA £|Z&Z OOD detection 2 %! (concurrent work)
® Likelihood, autoencoder A|E L12|EELCH Hs0| 248
o
® OfH masking BHE ArE X| AFEXI7t AMEHSHOF Sh= 0| RIS
® Inference &7} LCIHE diffusion model 2t O EX| 2 @24 A2,
Input image
(FashionMNIST, OOD) Reconstruction image

Masking

I (checkerboard 8x8)

inpainting

v

Distance metric ™

(LPIPS) o COREA < Do
— ara Minin
- ..:\ g
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 [NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models
S H: in-distribution 2} out-of-distribution 2| X}0|E &Zf=t5liA OOD detection S 51k} .

H|O|E| £M: Noising

t=T

~+
|

(@)
v

Input image
ImageNet: Bridge (OOD)

Consistency model 7
trained with > l Denoising (projection)
ImageNet: church (in-distribution) J
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[NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models

S H: in-distribution 2t out-of-distribution 2| X}0|£ MZFssHA OOD detection = =2k} gt

H|O|E{ 2. t=0 Noising

Input image I
ImageNet: Bridge (OOD)

—

Denoising (projection)

Distance metric
(LPIPS)

f
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[NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models
S H: in-distribution 2} out-of-distribution 2| X{0|E HzklsliA OOD detection =

= 3 St} 2.
Cl|ojE] 24

Noisin
t=0 J

v

t=T

Input image
ImageNet: Bridge (OOD)

Church (in-distribution) 2 HFYAX|2t HiAH HEI}LHZ

SAISHH LPIPS metric O] M|CHZ EFX[S17| 0{212.

L - -
> »
(LR

Distance metric
(LPIPS)

-

‘u't
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 [NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models
HIH:

@ In-distribution 22 S&E! consistency model ZH|
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[NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models
Hb:
® In-distribution 2= St&El consistency model ZH|

® Background E2| |ESH= HE2 XM semantic difference 0l TIE&t 4= QA SH= projection regret score S AHlAt

Spr = 0.381 — 0.387 = —0.006
In-distribution

’f‘?'* KOREA O\ Data Mining
UNIVERSITY @B Quality Analytics




mmm Methods

[NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models
Hb:
® In-distribution 2= St&El consistency model ZH|

® Background E2| |ESH= HE2 XM semantic difference 0l TIE&t 4= QA SH= projection regret score S AHlAt

Image Distance (d) = semantic dif ference + background dif ference
LPIPS

Spr = 0.381 — 0.387 = —0.006
In-distribution
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[NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models
Hb:
@  In-distribution 22 Sl&El consistency model FH|

® Background HE2| o|&EsH= 222 X|2|A semantic difference 0f| 5 4= QA SH= projection regret score £ A&t

Image Distance (d) = semantic dif ference + background dif ference
LPIPS

d (X,

tp tp tp
(X)> = semantic dif ference(X, 1_[ (X)) + background dif ference (X, 1_[ (x))
6 6 6

tp tp tp
(x’)) = semantic dif ference (X, 1_[ (x")) + background dif ference (X, 1_[ x)
6 6 6

a = background 7t RX|=l= +=Z2| noise step

B = a BCh= 3 X2t background BEIF SX|El= 22| noise step

Spr = 0.381 — 0.387 = —0.006
In-distribution
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 [NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models
Hb:
@  In-distribution 22 Sl&El consistency model FH|

® Background HE2| o|&EsH= 222 X|2|A semantic difference 0f| 5 4= QA SH= projection regret score £ A&t

Image Distance (d) = semantic dif ference + background dif ference
LPIPS

T 1% tp tp
d (X, (X)> = semantic dif ference(X, 1_[ (X)) + background.dif ference (X, 1_[ (x))
119 6 6

g tp tp
d (x’, r (x’)) = semantic dif ference (X, 1_[ (x")) + background #f ference (X, 1_[ x)
1g 0 0

Projection Regret score = d (x, Hgﬂ(x)) —d (x’, Hgﬁ(x’)) =

semantic dif ference (X, HZB (X)) — semantic dif ference (X, Hgﬁ x')

Spr = 0.381 — 0.387 = —0.006
In-distribution
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 [NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models

HfEH.
Out-of-distribution2| semantic
N R Spr = 0.381 — 0.387 = —0.006 Spr = 0.278 — 0.244 = 0.034
HolE E ZoPd 4~ QUA| et In-distribution Out-of-distribution

t t
Projection Regret score = semantic dif ference (x eﬁ (x)) — semantic dif ference(X/, Heﬁ x")

t . t
JHel=ol A2t Projection Regret score = semantic dif ference (X, HQB(X)) — semantic dif ference (X, HQB(X'))

Background HE7}HAZ|TI QIX|at semantic A&7 HALIIS HALE out-of-distribution 2 A=st 4
X' 2P0l 0|0 semantic H2l7 | A0S == JQBZ x' Hlh= x 2tH|wék= A LIE A &2
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 [NeurlPS 2023] Projection Regret: Reducing Background Bias for Novelty Detection via Diffusion Models
7104E:
@ 7|Z OOD detection HHEC} 240t HsS HY
® Consistency models 2 ME&Q =M inference &= 7114
® Background EEE FAISH= MZ2 00D score At 2 K0

Table 1: Out-of-distribution detection performance (AUROC) under various in-distribution vs out-of-
distribution tasks. Bold and underline denotes the best and second best methods.

€10 vs 100 vs SVHAN vs Table 5: AUROC of Projection Regret given different distance metric choices. Bold and underline
Method SVHN CIFAR100 LSUN ImageNet SVHN CI10 LSUN Cl10 C100 denotes the best and second best methods.
Diffusion Models 26, 28] Method Distance d SVHN CIFAR100 LSUN ImageNet
Input Likelihood [6] 0.180 0.520 - - 0.193  0.495 - 0.974 0.970 LMD [18] 0.979 0.620 0.734 0.686
Input Complexity [7] 0.870 0.568 - - 0.792 0.468 - 0.973 0.976
Likelihood Regret [8]  0.904 0.546 - - 0.896  0.484 - 0805 0.821 o SSIM [27] 0.328 0.629 0.650  0.620
MSMA [17] 0.992 0.579 0.587 0716 0974 0426 0400 0976 0.979 Projection Regret  LPIPS [20] 0.993 0.775 0.837 0814
LMD [18] 0.992 0.607 - - 0.985 0.568 - 0914 0876 UNet (proposed) ~ 0.917 0.734 0.865  0.815
Consistency Models [21]
MSMA [17] 0.707 0.570 0.605 0578  0.643 0506 0559 0.985 0.981
LMD [18] 0.979 0.620 0.734 0686 0968 0.573 0.678 0.832 0.792

Projection Regret (ours)  0.993 0.775 0.837 0.814 0.945 0577 0.682 0.995 0.993
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